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Science funders gamble on grant lotteries 

A growing number of research agencies are assigning money randomly. 

 

Albert Einstein famously insisted that God does not play dice. But the Health 

Research Council of New Zealand does. The agency is one of a growing number 

of funders that award grants partly through random selection. Earlier this year, 

for example, David Ackerley, a biologist at Victoria University of Wellington, 

received NZ$150,000 (US$96,000) to develop new ways to eliminate cells — 

after his number came up in the council’s annual lottery. 

“We didn’t think the traditional process was appropriate,” says Lucy Pomeroy, 

the senior research investment manager for the fund, which began its lottery 

in 2015. The council was launching a new type of grant, she says, which aimed 

to fund transformative research, so wanted to try something new to 

encourage fresh ideas. 

Traditionalists beware: the forces of randomness in research are, if not quite 

on the march, then certainly plotting their next move. At a meeting at the 

University of Zurich in Switzerland on 19 November, supporters of the 

approach argued that blind chance should have a greater role in the scientific 

system. And they have more than just grant applications in their sights. They 



say lotteries could be used to help select which papers to publish — and even 

which candidates to appoint to academic jobs. 

Luck of the draw 

“Random chance will create more openness to ideas that are not in the 

mainstream,” says Margit Osterloh, an economist at the University of Zurich 

who studies research governance and organized the meeting, which was 

intended to promote the idea among academics. She says that existing 

selection processes are inefficient. Scientists have to prepare lengthy 

applications, many of which are never funded, and assessment panels spend 

most of their time sorting out the specific order in which to place mid-ranking 

ideas. Low- and high-quality applications are easy to rank, she says. “But most 

applications are in the midfield, which is very big.” Most importantly, she 

argues, standard assessments don’t perform as well as policymakers, 

publishers and university officials assume. “Referees and all kinds of evaluation 

bodies do not have really good working criteria.” 

The Swiss National Science Foundation (SNSF) is the latest funder to 

experiment with random selection. Earlier this year, it asked assessment 

panels to draw lots to help decide which early-career scientists should receive 

postdoctoral fellowships. It is now evaluating the scheme and SNSF president 

Matthias Egger spoke about it at the Zurich meeting. Other programmes that 

rely on lottery systems to award some grant types include another New 

Zealand government fund called the Science for Technological Innovation 

National Science Challenge (SfTI), which introduced random selection in 2015. 

Germany’s largest private funding agency, the Volkswagen Foundation in 



Hannover, has also used lotteries to allocate some of its Experiment! grants 

since 2017. 

‘We actually do have a hat’ 

The process is not entirely random. Typically, funders screen applications to 

ensure they meet a minimum standard, then projects are given numbers and 

selected at random by a computer until all of the cash has been allocated. 

“It just takes a lot of angst out of it,” says Don Cleland, a process engineer at 

Massey University in Palmerston North, New Zealand, and a member of the 

team that oversees the SfTI fund. Given the money to fund 20 projects, an 

assessment panel doesn’t need to agonize over which application ranks 20th 

and which comes 21st, he says. They can just agree that both are good enough 

to be funded and them put them into the hat. “We actually do have a hat,” 

Cleland says. 

The fund tells applicants how far they got in the process, and feedback from 

them has been positive, he says. “Those that got into the ballot and miss out 

don’t feel as disappointed. They know they were good enough to get funded 

and take it as the luck of the draw.” 

The idea has some theoretical backing. A number of researchers have analysed 

various selection methods and suggested that incorporating randomness has 

advantages over the current system, such as reducing the bias that research 

routinely shows plagues grant-giving, and improving diversity among 

grantees1. 



The acceptance criteria for entering the lottery can be tweaked, for example, 

to give more weighting to scientists from minority ethnic backgrounds or to 

those who aren’t backed by wealthy institutions. People from wealthy 

institutions or privileged backgrounds often have access to resources that help 

them to achieve success by standard metrics. And the conventional system 

tends to benefit them, says Cleland, because it focuses on candidates’ track 

records rather than the strength of their ideas. “We want those with the best 

ideas to rise to the top.” 

Competitive arguments 

Cleland argues that other funders should try it. But not everyone agrees. 

Despite benefitting from a grant lottery, Ackerley says he doesn’t approve of 

them. “I spend a lot of time on grant-review panels and I like to think they do a 

reasonable job,” he says. “I’ve done reasonably well out of competitive grants 

and I suppose the selfish reason is that I might not do so well out of a lottery 

system.” 

Because applications to funds that use lottery systems only need to satisfy 

basic criteria, they tend to be shorter. “I think there’s a lot of value to writing a 

high-quality proposal,” Ackerley says. 

Osterloh, who recently triggered lively debate of her arguments in the pages 

of Research Policy after publishing them in the journal2, says selection by 

random chance could have a wider benefit because those who benefit from 

lotteries do not feel so entitled. “If you know you have got a grant or a 

publication which is selected partly randomly then you will know very well you 

are not the king of the Universe, which makes you more humble,” she says. 

“This is exactly what we need in science.” 
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ABSTRACT 

The lottery is in the business of selling people hope, and they do a great job 

of that. 

—John Oliver (1) 
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EDITORIAL 

The American research establishment has been facing the most prolonged 

funding crisis in its history. After a doubling in funding at the turn of the 20th 

century, the budget of the National Institutes of Health (NIH) was flat from 

2003 to 2015, translating into a 25% reduction in actual buying power after 

taking inflation and the increasing costs of research into account (2). Although 

the increased NIH support in the 2016 spending bill is welcome news (3), this 

does not alter long-term uncertainty regarding the federal commitment to 

scientific research. The research funding crisis has been paralleled by other 

problems in science, including concerns about the reliability of the scientific 

literature, demographic imbalances, and various antiscience campaigns that 



question evolutionary theory, the usefulness of vaccines, human impact on 

climate change, and even the occurrence of the moon landings. What is 

perhaps most remarkable in this time of crisis and change is how little scientific 

leaders and governmental officials have done to combat these trends. 

Although each of these problems merits its own essay, we focus here on the 

allocation of U.S. biomedical research funds by the NIH. Specifically, we 

provide a detailed justification for the proposal that the NIH distribute funding 

through a modified lottery system, as briefly described in an Op-Ed in the Wall 

Street Journallast year (4). 
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BIOMEDICAL RESEARCH FUNDING ALLOCATION IN THE UNITED STATES 

The primary source of biomedical research funds in the United States is the 

NIH, which has an annual budget of approximately 30 billion dollars. The NIH-

supported research enterprise consists of two groups: intramural researchers 

housed in NIH facilities and extramural investigators who are mostly housed in 

universities, medical schools, institutes, and industry. The ratio of funds spent 

on the intramural and extramural programs is roughly 1:10. In both cases, the 

allocation of funds is made according to peer review, but the NIH uses two 

very different mechanisms for assessing investigators. Intramural investigators 

are usually evaluated through retrospective peer review, where their recent 

accomplishments are used to make funding decisions, a mechanism similar to 

that used by the Howard Hughes Medical Institute. In contrast, funding 

allocations to the extramural program, which comprises the overwhelming 

majority of the NIH budget, is allocated by a mechanism of prospective peer 

review in which scientists must write grant proposals detailing future work that 

are reviewed and criticized by a panel of experts known as a study section. The 



difference in funding mechanisms used by the intramural and extramural 

programs is significant because it shows that there is already some flexibility in 

the approach used by the NIH to distribute its research dollars. In this essay, 

we will focus on the prospective peer review mechanism used to allocate 

funds to extramural investigators. The fundamentals of NIH extramural peer 

review have not changed in a half-century. The process involves writing a 

proposal that is reviewed by a panel of “peers” and assigned a priority score 

that is converted to a percentile ranking. The NIH then funds proposals 

depending on the amount of money available, with the payline being that 

percentile ranking up to which funding is possible. At the time that the system 

was designed, paylines exceeded 50% of the grant applications received. 

However, in recent decades there has been a precipitous drop in the 

proportion of grants that are funded. Today’s paylines and success rates are at 

historically low levels, hovering at around 10% in some institutes. Despite a 

drastic reduction in the likelihood of funding success, the essential features of 

NIH peer review and funding allocation have not changed. 
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SHORTCOMINGS OF THE PRESENT SYSTEM 

What is the desired product of scientific research? This question does not have 

a simple answer, but one measurable outcome is the generation of primary 

research publications, which are in turn cited by other publications. 

Remarkably, NIH study sections are unable to accurately predict which grant 

applications are likely to exhibit the highest publication productivity. Although 

a recent analysis of more than 130,000 NIH-funded grant applications reported 

a correlation between percentile scores and productivity (5), those findings 

contrast with several earlier studies showing poor predictive power for grant 



application peer review. Consequently, we reanalyzed the subset of the data 

for the grants awarded scores in the 20th percentile or better and found that 

the predictive ability of peer review was scarcely superior to what would be 

achieved by random chance and that differences in the median productivity 

exhibited by grants with high or low scores within this range were trivial (6). 

Our results corroborate earlier studies of more than 400 competing renewal 

R01 applications at the National Institute of General Medical Sciences (7) and 

1,492 R01 applications at the National Heart, Lung, and Blood Institute (8). 

Hence, the available evidence makes a powerful case that the primary 

mechanism for biomedical research fund allocation in the United States is 

inadequate for prioritizing which applications to fund. The aforementioned 

analyses were preceded by studies suggesting that the NIH peer review 

process lacks statistical rigor. Only two to three reviewers in a typical study 

section carefully read an individual grant application and provide comments, 

and this reviewer sample size is too low to provide an acceptable level of 

precision (9). This criticism is not unique to the NIH, as studies from many 

countries have identified problems with the precision of grant peer review. In 

Canada, Mayo et al. found that the use of only two primary reviewers results in 

considerable randomness in funding decisions that could be improved by 

involving an entire 11-member review panel in the assessment of each 

application (10). Graves et al. examined variability in scores for the National 

Health and Medical Research Council of Australia and concluded that 59% of 

funded grants could miss funding simply on the basis of random variability in 

scoring (11). An analysis of applications to the Australian Research Council 

found interrater reliability for reviews to be poor (12), and researchers in 

Finland did not find that the reliability of grant peer review is improved by 

panel discussions (13). A French study observed that individual reviewers do 



not even tend to exhibit agreement on the weighting of criteria used for the 

grant review process (14). 

A central weakness in the current system may be that experts are being asked 

to confidently predict the future of a scientific project, an inherently uncertain 

proposition. In this regard, the University of Pennsylvania psychologist Philip 

Tetlock showed that experts not only fared poorly in attempting to predict the 

future but also overrated their own abilities to do so (15). Another question is 

whether publication productivity is even the best metric on which to judge 

scientific success. Are study sections able to recognize potentially 

transformative research? Probably not, because intense competition for 

funding encourages both reviewers and applicants to be more cautious. The 

very structure of the NIH peer review system may encourage conformity and 

discourage innovation (16) of the type that could lead to scientific revolutions 

(17). As Nobel laureate Roger Kornberg has observed, “In the present climate 

especially, the funding decisions are ultraconservative. If the work that you 

propose to do isn’t virtually certain of success, then it won’t be funded. And of 

course, the kind of work that we would most like to see take place, which is 

groundbreaking and innovative, lies at the other extreme” (18). The NIH 

recognizes this problem and has created the Transformative Research Award 

Program, but of course, this does not solve the problem that transformative 

breakthroughs are often only evident as such after the fact (19). 

There is also the critically important issue of bias. Sources of potential bias in 

peer review include cronyism and preference or disfavor for particular 

research areas, institutions, individual scientists, gender, or professional 

status. Reviewer bias can potentially have a major effect on the course of 

science and the career success of individual applicants. One meta-analysis of 



peer review studies found evidence of gender bias, such that women were 

approximately 7% less likely to obtain funding than men (20). Studies focusing 

specifically on the NIH have found comparable success in men and women 

submitting new R01 applications but lower success rates for women 

submitting renewal applications (21). There is also a continuing concern about 

racial bias in NIH peer review outcomes. Despite a number of initiatives 

following a study showing that black applicants were significantly less likely to 

be awarded NIH funding after controlling for educational background, country 

of origin, training, previous awards, publication record, and employer 

characteristics (22), as yet there is no evidence that the racial gap in funding 

success has improved (23). NIH peer reviewers tend to give better scores to 

applications closer to their area of expertise, and several studies have 

suggested that reviewers are influenced by direct or indirect personal 

relationships with an applicant (24). 

The influence of grant reviewers in determining the fate of an application is 

directly proportional to the payline. This is an essential criticism of the current 

system, for it makes single individuals disproportionately powerful in their 

ability to influence the outcome of peer review. When generous paylines are 

available, applicants are likely to succeed even if there are scientific 

disagreements between applicants and/or reviewers. However, with shrinking 

paylines, the negative assessment by a single individual is often sufficient to 

derail a proposal. In this environment, a few individuals can profoundly 

influence the direction of research in an entire field. Reviewers are typically 

appointed for 4-year terms, allowing them to influence their fields for 

protracted periods of time. A Bayesian hierarchical statistical model applied to 

18,959 R01 proposals scored by 14,041 reviewers found substantial evidence 

of reviewer bias that was estimated to impact approximately 25% of funding 



decisions (25). Day performed a computer simulation of peer review and found 

that very small amounts of bias can skew funding rates (25). This is not a new 

problem—in 1981, Cole et al. found that the odds of a proposal submitted to 

the National Science Foundation (NSF) getting funded were largely based on 

chance—the chance that specific reviewers would be chosen (26). “Targeting” 

research on the basis of program priorities can exacerbate the problem of bias 

and perversely lead to missed opportunities in basic research. The history of 

science is filled with stories of landmark discoveries by scientists who were 

looking for something else entirely—a third of anticancer drugs have been 

found by serendipity rather than by targeted cancer drug discovery research 

(27). Yet, funding agencies continue to attempt to target research funding to 

perceived priority areas, while support for undirected investigator-initiated 

projects has declined sharply (28). 

Both applicants and reviewers have adapted to the funding crisis in ways that 

may be counterproductive to science. Applicants have responded by writing 

more grant applications, which takes time away from their research. As most 

applications are not funded, this largely represents futile effort. Some 

scientists estimate that half or more of their professional time is spent in 

seeking funding (29). In contrast, reviewers are asked to decide between 

seemingly equally meritorious applications and may respond by prioritizing 

them on the basis of “grantsmanship” (30), which has never been shown to 

correlate with research productivity or innovation. One of the most 

controversial aspects of NIH grant policy was the decision to limit applicants to 

two submissions of a research proposal (31). Under this policy, at a time when 

paylines were as low as 6%, many projects deemed meritorious by study 

sections were not only rejected but prohibited from resubmission for 

37 months. With the current pace of science, this led to the death of many 



perfectly good ideas. Although this policy has now been modified to allow 

investigators to resubmit their projects as new grants (32), substantial damage 

has been done. 

Peer review is used in both the ranking of grant applications and the 

evaluation of scientific papers. However, there are significant differences in 

how peer review of grant applications and papers operates. For grant 

applications, reviewers are chosen by an administrator who may or may not 

have in-depth knowledge of the relevant field, and review panels do not 

necessarily include the expertise necessary to review all proposals. For papers, 

reviewers are chosen by an editor who usually has expertise in the subject 

matter and can select reviewers with specific expertise in the subject area. 

Hence, a major difference between study section and manuscript peer review 

is that the latter is more likely to achieve a close match between subject 

matter and expertise. Accordingly, grant review is a more capricious process 

than manuscript review, and a single rogue reviewer can sink an application by 

assigning low scores without even needing to provide a convincing rationale 

for those scores. Publication decisions are made by editors, who can directly 

discuss areas of disagreement with authors and overrule single negative 

reviews at their discretion. Furthermore, authors have the option to appeal 

rejection decisions or submit their work to another journal. In contrast, there is 

no process for negotiation with scientific review administrators and little or no 

alternative to NIH funding. Another major difference is that the negative 

consequences of peer review differ for manuscript and grant applications, 

since the former usually find another publishing venue, whereas a denied grant 

application means that the proposed work cannot be done. Therefore, peer 

review of grant applications is of much greater importance for science than 

peer review of scientific manuscripts. 



A critical aspect of the current crisis is that success rates for grant applications 

have fallen by more than two-thirds since the 1960s (33), and yet the system 

for fund allocation has essentially remained the same. A recent survey of 

researchers submitting proposals to the National Aeronautics and Space 

Administration (NASA), the NIH, and the NSF showed that even highly 

productive researchers are facing a 50% likelihood of not obtaining funding in 

the current cycle, resulting in the defunding of one-eighth of active programs 

following three such cycles (34). The authors of this survey estimated that at 

current funding rates, 78% of applicants will be unable to obtain federal 

funding for their research. This raises two obvious questions: (i) why has the 

system remained the same and (ii) why do scientists persist in this low-yield 

activity? Although we are not privy to discussions and decisions that have 

occurred among government leaders, it seems likely that the system has 

remained the same in the hope that national funding allocations will improve 

and because of the inertia involved in changing a mechanism that had worked 

relatively well for decades. As to why scientists persist in trying, the literature 

on the psychology of gambling behavior may provide some clues. People 

feeling desperate about their prospects will purchase lottery tickets as a 

surrogate for hope (35). Desperation is certainly prevalent in today’s scientific 

community (36). Entrapment in a system due to a previous investment of time 

and resources is also commonly invoked as an explanation for gambling (37), 

and many scientists have difficulty envisaging an alternative career path. In 

fact, current trends in science demand so much specialization (38) that most 

scientists are unable to shift into fields where funding may be more plentiful. 

Intelligence and a high level of executive function, as seen in most scientists, 

are correlated with susceptibility to maladaptive decision-making and the 

“gambler’s fallacy” (39). Risk-taking behavior may even have a neurological 



basis. Optimism has been described as a sine qua non for scientists (40), and 

irrational optimism correlates with reduced tracking of estimation errors by 

the right inferior prefrontal gyrus (41). 
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PROPOSALS FOR REFORM 

Recent systematic studies show that NIH grant peer review fails in its primary 

goal of stratifying meritorious applications when it comes to predicting the 

primary research outcome of citation metrics (6,–8). Despite data to the 

contrary, the CSR (NIH Center for Scientific Review) continues to defend its 

methods (42). Recent reforms in NIH peer review have failed to address the 

inherent unfairness of the system (43). The NIH spends a lot of money on grant 

peer review. The annual budget of the CSR is $110 million, which pays for more 

than 24,000 scientists reviewing approximately 75,000 applications and 

attending approximately 2,500 panel meetings (42). The costs are not only 

economic. Writing and reviewing grants are extremely time-consuming and 

divert the efforts of scientists away from doing science itself. Specifically, the 

NIH is asking scientists who perform peer review to perform the impossible, 

e.g., discriminate among the best proposals, which results in arbitrary 

decisions, leads to psychological stress on both reviewers and applicants, and 

may not be funding the most important science. Recognizing the flaws in the 

current grant funding process, some scientists have suggested alternative 

approaches that would represent a radical departure from the present peer 

review system. Johan Bollen has suggested having scientists vote on who 

deserves funding (44). Michele Pagano recommends basing funding for 

established scientists on track record and a one-page summary of their plans 

(45). This approach has some empirical support, as prior publication 



productivity has been shown to correlate with future productivity of R01 grant 

recipients (46). John Ioannidis has proposed a number of options ranging from 

awarding small amounts of funding to all applicants to assigning grants 

randomly or basing awards on an applicant’s publication record (47). Recently, 

we proposed that the NIH adopt a hybrid approach based on a modified lottery 

system (4). 
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LESSONS FROM THE WORLD OF FINANCE 

The debate over the optimal strategy for allocating funds for scientific research 

has interesting parallels with the decisions involved in making financial 

investments. In 1973, the economist Burton Malkiel published his now-classic 

book, A Random Walk down Wall Street (48). Malkiel argued that investors 

cannot consistently outperform stock market averages, and therefore, a 

passive investment strategy can be just as effective as an active one. In fact, 

very few professional investors consistently outperform the market. A study 

called “Does Past Performance Matter?” by S&P Dow Jones found that only 2 

out of 2,862 funds were able to remain in the top quarter over five successive 

years, worse than might be predicted by random chance alone—“If all of the 

managers of these mutual funds hadn’t bothered to try to pick stocks at all—if 

they had merely flipped coins—they would, as a group, probably have 

produced better numbers” (49). Even Warren Buffett has instructed in his will 

to “Put 10% in short-term government bonds and 90% in a very low-cost index 

fund … I believe the long-term results from this policy will be superior to those 

attained by most investors—whether pension funds, institutions, or 

individuals—who employ high-fee managers” (50). In 2007, the statistician 

Nassim Nicholas Taleb published the acclaimed book The Black Swan (51), 



which argued that the most influential events were both highly improbable 

and unpredictable. According to Taleb, investors should not attempt to predict 

such events but instead should construct a system that is sufficiently robust to 

withstand negative events and maximize the opportunity to benefit from 

positive ones. Applied to science, this suggests that it may be futile for 

reviewers to attempt to predict which grant applications will produce 

unanticipated transformational discoveries. In this regard, our recent review of 

revolutionary science suggests that historical scientific revolutions lack a 

common structure, with transformative discoveries emerging from puzzle 

solving, serendipity, inspiration, or a convergence of disparate observations 

(19). Consequently, a random strategy that distributes funding as broadly as 

possible may maximize the likelihood that such discoveries will occur. Taleb 

underscores the limits of human knowledge and cautions against relying on 

the authority of experts, emphasizing that explanations for phenomena are 

often possible only with hindsight, whereas people consistently fail in their 

attempts to accurately predict the future. 

Four European economists have raised the question “Given incomplete 

knowledge of the market, is a random strategy as good as a targeted one?” 

(52, 53). A computer simulation was performed using data from British, Italian, 

German, and American stock indices. The authors compared four different 

conventional investment strategies with a random approach. Over the long 

run, each strategy performed similarly, but the random strategy turned out to 

be the least volatile, i.e., the least risky strategy with little compromise in 

performance. Given that assigning funds for investment or research allocation 

each involves a wager on future success with incomplete information, these 

lessons from the world of finance have relevance to science funding. Among 

the advantages of index funds are that randomization of the investment 



process can reduce “herding behavior” and financial “bubbles” (which raises 

the question of whether we are heading for microbiome and precision 

medicine “bubbles”—but that is a discussion for another time). An indexed 

strategy for picking stocks reduces the administrative costs associated with 

fund management, just as a modified lottery system for grant allocation could 

reduce the administrative costs of review. 
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GOALS OF A FUNDING ALLOCATION SYSTEM 

As we consider reform proposals for grant peer review, it is important to state 

some basic principles that we believe are likely to be accepted by the majority 

of scientists. First, we recognize that there are qualitative and quantitative 

differences among research proposals. Clearly, not all scientific projects are 

equally meritorious. We currently rely on the assessment of experts in the 

form of peer review to determine those differences. An ideal system would be 

a meritocracy that identified and funded the best science, but the available 

evidence suggests that the current process fails in this regard, and the goal 

might in fact be impossible. Second, we argue that some form of peer review 

will be required for funding allocation. Although we have catalogued many 

problems with the current peer review system, it is essential to have grant 

proposals evaluated by panels of scientists who have expertise in the area. 

Although experts may not be able to discriminate between meritorious 

proposals, they are still generally able to weed out proposals that are simply 

infeasible, are badly conceived, or fail to sufficiently advance science. Third, 

scarce research funds should be distributed in a fair and transparent manner. 

While fairness is likely to be partly in the eye of the beholder, there are 

mechanisms that are generally acknowledged to be fair. Specifically, there is a 



need to neutralize biases in funding decisions. Otherwise, the enormous power 

of reviewers at a time of unfavorable paylines will distort the course of science 

in certain fields. In this regard, there is evidence for increasing inefficiency in 

the translation of basic discovery into medical goods (54, 55). Although the 

causes for this phenomenon are undoubtedly complex, any bias in funding 

decisions affects the type of research done, which in turn influences potential 

downstream benefits for society. Should the review process favor new 

investigators? A case can certainly be made for the importance of providing 

support to new investigators, as they represent the future of science (56). This 

should not be taken to suggest that older investigators are unimportant. In 

fact, higher publication productivity has been seen for competing renewals 

than for new grants, and for projects directed by senior investigators (57). 

Nevertheless, we recognize that established investigators have significant 

advantages relative to new investigators with regard to experience, prior 

productivity, reputation in the field, and laboratories that are already 

established and productive. In a world of plentiful research funds, new 

investigators are able to compete successfully for funding with established 

laboratories. However, in times of funding scarcity, differences between 

established and new investigators can become magnified to favor established 

investigators over new ones. Established investigators benefit from the so-

called “Matthew effect,” whereby those with resources and prestige are more 

likely to receive further rewards (58). Consequently, steps should be taken to 

improve the opportunities for new investigators as a matter of science 

planning policy. A modified lottery system could immediately benefit young 

investigators by creating a more level playing field. 
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POTENTIAL BENEFITS OF A FUNDING LOTTERY 

Given overwhelming evidence that the current process of grant selection is 

neither fair nor efficient, we instead suggest a two-stage system in which (i) 

meritorious applications are identified by peer review and (ii) funding decisions 

are made on the basis of a computer-generated lottery (Fig. 1). The size of the 

meritorious pool could be adjusted according to the payline. For example, if 

the payline is 10%, then the size of the meritorious pool might be expected to 

include the top 20 to 30% of applications identified by peer review. This would 

eliminate or at least alleviate certain negative aspects of the current system, in 

particular, bias. Critiques would be issued only for grants that are considered 

nonmeritorious, eliminating the need for face-to-face study section meetings 

to argue over rankings, which would bring about immediate cost savings. 

Remote review would allow more reviewers with relevant expertise to 

participate in the process, and greater numbers of reviewers would improve 

precision. Funding would be awarded to as many computer-selected 

meritorious applications as the research budget allows. Applications that are 

not chosen would become eligible for the next drawing in 4 months, but 

individual researchers would be permitted to enter only one application per 

drawing, which would reduce the need to revise currently meritorious 

applications that are not funded and free scientists to do more research 

instead of rewriting grant applications. New investigators could compete in a 

separate lottery with a higher payline to ensure that a specific portion of 

funding is dedicated to this group or could be given increased representation 

in the regular lottery to improve their chances of funding. Although the 

proposed system could bring some cost savings, we emphasize that the 

primary advantage of a modified lottery would be to make the system fairer by 

eliminating sources of bias. The proposed system should improve research 



workforce diversity, as any female or underrepresented minority applicant 

who submits a meritorious application will have an equal chance of being 

awarded funding. There would also be benefits for research institutions. A 

modified lottery would allow research institutions to make more reliable 

financial forecasts, since the likelihood of future funding could be estimated 

from the percentage of their investigators whose applications qualify for the 

lottery. In the current system, administrators must deal with greater 

uncertainty, as funding decisions can be highly unpredictable. Furthermore, we 

note that program officers could still use selective pay mechanisms to fund 

individuals who consistently make the lottery but fail to receive funding or in 

the unlikely instance that important fields become underfunded due to the 

vagaries of luck. 
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FIG 1  

Proposed scheme for a modified funding lottery. In stage 1, applications are 

determined to be meritorious or nonmeritorious on the basis of conventional 

peer review. Nonmeritorious applications may be revised and resubmitted. In 

stage 2, meritorious applications are randomized by computer and funding is 

awarded to as many applications as funds permit on the basis of randomly 

generated priority scores. 



The proposed system would treat new and competing renewal applications in 

the same manner. Historically, competing applications have enjoyed higher 

success rates than new applications, for reasons including that these 

applications are from established investigators with a track record of 

productivity. However, we find no compelling reason to justify supporting 

established programs over new programs. 

Although we recognize that some scientists will cringe at the thought of 

allocating funds by lottery, the available evidence suggests that the system is 

already in essence a lottery without the benefits of being random (6). 

Furthermore, we note that lotteries are already used by society to make 

difficult decisions. Historically, a lottery was used in the draft for service in the 

armed forces. Today, lotteries are used to select students for charter schools 

(59), to determine the order of selection in the National Basketball Association 

draft, to issue green cards for permanent residency, and even to allocate 

scarce medical resources (60). Modified lotteries have been advocated as the 

fairest way in which to allocate scarce medical resources such as vaccines and 

organs for transplantation (61, 62). If lotteries could be used to select those 

who served in Vietnam, they can certainly be used to choose proposals for 

funding. We note that we are not the first to arrive at this idea (63). In fact, the 

New Zealand Health Research Council has already adopted a lottery system to 

select recipients of investigator-initiated Explorer grants (64). 

The institution of a funding lottery would have many immediate advantages. 

First, it will maintain an important role for peer review at the front end, to 

decide which applications are technically sound enough to merit inclusion in 

the lottery. Second, it will convert the current system with its biases and 

arbitrariness into a more transparent process. Third, it will lessen the blow of 



grant rejection, since it is easier to rationalize bad luck than to feel that one 

failed to make the cut due to a lack of merit. Fourth, it will relieve reviewers 

from having to stratify the top applications, since it is increasingly obvious that 

this is not possible. Fifth, meritorious but unfunded proposals could continue 

to have a shot at receiving funding in the future instead of being relegated to 

the dustbin. Sixth, it will be less expensive to administer, and some of the 

funds currently used for the futile exercise of ranking proposals could be 

devoted instead to supporting actual scientific research. Seventh, it should 

decrease cronyism and bias against women, racial minorities, and new 

investigators. Eighth, it would give administrators in research institutions a 

greater capacity to make financial projections based on the percentage of their 

investigators who qualify for the lottery. Ninth, the system will be less noisy, 

will be fairer, and may promote new areas of investigation by removing 

favoritism for established fields that are better represented in review panels. 

Tenth, the realization that many meritorious projects remain unfunded may 

promote more serious efforts to improve research funding and study 

alternative approaches to peer review. In fact, the success rate of the lottery 

would provide a clear number for society and politicians to understand the 

degree to which meritorious research proposals remain unfunded, and this 

would hopefully lead to an increased budgetary allocation for research and 

development. Under the current system, the underfunding of science is hidden 

by the fallacious mantra that the most worthy science continues to be funded, 

which provides an excuse for inaction. A recent NSF report indicated that 68% 

of applications were rated as meritorious but only a third of these are funded 

(65). 
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CONCLUDING REMARKS 

The biologist E. O. Wilson has compared scientists to prospectors searching for 

gold (66): “In the 17th, 18th and 19th centuries, making scientific discoveries 

was like picking nuggets off the ground.” But, prospecting today is more 

challenging. The rewards are still great, but the big finds are more elusive. 

Targeted initiatives would direct all scientists to look for new lodes in the same 

place, while “transformative research” initiatives aim to fund only those who 

strike it rich. Neither strategy is optimal. Society must accept that science, as 

John Ioannidis has astutely observed, is an inherently “low-yield endeavor” 

(67). However, this low-yield endeavor has consistently improved the lot of 

humanity since the scientific revolution of the 17th century and remains 

humanity’s best bet for finding solutions to deal with such challenges as 

climate change, pandemics and disease, a faltering green revolution, and the 

need for new energy sources (68, 69). To continue to reap the maximal 

benefits of scientific exploration, researchers must be encouraged to search as 

far and wide as possible, leaving no stone unturned, even though only some 

will be successful in their quests. As Nassim Nicholas Taleb has written, “The 

reason markets work is because they allow people to be lucky, thanks to 

aggressive trial and error, not by giving rewards or incentives for skill” (51). We 

must provide our scientists with an opportunity to get lucky. 
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Impact factors are still highly influential because a majority of authors 

benefit. 

• 

Changes in performance management must occur at the institutional 

level. 

• 

Evaluation has to take fundamental uncertainty in research into account. 

• 

Focal randomization mitigates biased selection of articles. 

• 

Scholarly diversity instead of one-dimensional rankings is supported. 

Abstract 

Publications in top journals today have a powerful influence on academic 

careers although there is much criticism of using journal rankings to evaluate 

individual articles. We ask why this practice of performance evaluation is still 

so influential. We suggest this is the case because a majority of authors benefit 

from the present system due to the extreme skewness of citation distributions. 

“Performance paradox” effects aggravate the problem. Three extant 

suggestions for reforming performance management are critically discussed. 

We advance a new proposal based on the insight that fundamental uncertainty 



is symptomatic for scholarly work. It suggests focal randomization using a 

rationally founded and well-orchestrated procedure. 
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1. Introduction 

Publication in peer-reviewed scholarly journals has today become the currency 

of performance for the evaluation of scholars, departments, faculties, and 

universities. Journals are ranked according to quality criteria, most importantly 

the journal impact factor. It is defined as the mean number of citations in a 

particular year of articles published in that journal in the previous two years or 

five years. Some journals are ranked according to journal quality lists, such as 

the Association of Business Schools (ABS) Guide in Great Britain (e.g. Mingers 

and Willmott, 2013) and the “Top Five” in economics (e.g. Hamermesh, 

2018).1 It has been empirically demonstrated that the “Top Five” have a 

powerful influence on tenure and promotion decisions and has even been 

denounced as the “tyranny of the top five” by a Nobel Prize laureate (Heckman 

and Moktan, 2018). Journal quality lists rely not only on journal metrics but 

also on qualitatively informed indicators of reputation. In both cases, the 

quality of a journal is widely believed to reflect the quality of any article 

published therein. Originally designed to evaluate scientific journals, today 



journal quality lists and impact factors are increasingly used to evaluate 

individual articles and authors. They strongly influence decisions on tenure, 

research funding, and the pursuit of career goals. For example, the British ABS 

Academic Journal Guide claims to give scholars “a recognized currency on 

which career progress can be based” (ABS The Association of Business Schools 

ABS, 2015: 5). In many academic institutions, scholars receive a financial bonus 

for a publication in one of the top journals (e.g. Fuyuno and Cyranoski, 

2006; Macdonald and Kam, 2007; Shao and Shen, 2011). 

However, this practice has been strongly criticized for several years (Seglen, 

1997; Moed and Van Leeuwen, 1996; Laband and Tollison, 2003; Starbuck, 

2005; Oswald, 2007; Singh et al., 2007; Adler and Harzing, 2009; Frey and Rost, 

2010; Baum, 2011; Macdonald and Kam, 2011; Mingers and Willmott, 

2013; Alberts, 2013; Osterloh and Frey, 2014; Wilsdon et al., 2015; Martin, 

2016; Larivière et al., 2016; Berg, 2016; Callaway, 2016; Waltman, 2016; Wang 

et al., 2017), even by Eugene Garfield, the inventor of the impact factor 

(Garfield, 1973). The San Francisco Declaration on Research Assessment (DORA 

(San Francisco Declaration on Research Assessment) and DORA, 2012), which 

has been endorsed by many leading institutions, clearly states: “Do not use 

journal-based metrics, such as Journal Impact Factors, as a surrogate measure 

of the quality of individual research articles, to assess an individual scientist’s 

contributions, or in hiring, promotion, or funding decisions.” The recently 

released “Statement by three national academies (Académie des Sciences, 

Leopoldina and Royal Society) on good practice in the evaluation of 

researchers and research programmes”2 also asserts that “[i]mpact factors of 

journals should not be considered in evaluating research outputs”. 

Nevertheless, to date, these critiques have not diminished the impact of either 

impact factors or journal quality lists. Instead, journal rankings have become 



more widespread and increasingly important for academic careers and 

research funding (e.g. Harzing, 2015; Martin, 2016; Vogel et al., 2017). Top-tier 

journals have become the ultimate fetish token (Willmott, 2011) for many 

scholars. According to a survey of the perceptions of young economists the 

pursuit of top journal publications “has become the obsession of the next 

generation” (Heckman and Moktan, 2018: 1). 

This paper has two aims. The first is to understand why impact factors and 

journal lists are still so influential to evaluate individual papers even though 

they are strongly criticized by many influential scholars and institutions. This 

criticism is based on the heavily skewed distribution of citations in scholarly 

journals. Why are impact factors and journal lists not abolished as proxies for 

the quality of single articles? Second, while the criticisms of this practice are 

many, few suggestions have been made for changes at the institutional level to 

overcome the problem. We discuss such proposals and present a novel, radical 

proposition: purposeful focal randomization. To our knowledge, this is the first 

proposal for change using the insight that uncertainty is fundamental to 

research, translating it into performance management. 

The second section of this paper complements the literature that questions 

the use of impact factors and journal quality lists to evaluate individual articles 

because of the strong skewness of citations in scholarly journals. We ask 

whether the citation rates of articles accumulated over five years are more 

useful in evaluating publications than yearly citation rates. We show 

empirically that this is not the case. There is still a substantial overlap in the 

distribution of citations between high-, middle- and low-ranked business 

journals. In the third section, we inquire why impact factors and journal quality 

lists have not been abolished even though they have attracted such strong 

criticism. We argue that this is mainly due to the fact that the majority of 



authors benefits from journal quality lists, which is aggravated by the 

“performance paradox” and lock-in effects. In the fourth section, we discuss 

proposals on how the present unsatisfactory situation can be overcome by 

changes at the institutional level. We present and discuss our own proposal. 

2. Skewed distributions of citations 

The use of journal lists to evaluate the quality of research – whether derived 

from metrics or qualitatively-informed indicators - takes for granted that 

publishing in a “good journal” is a signal of “good research”. The most 

influential journal rankings today rely largely on the two-year journal impact 

factor (JIF) published by Clarivate Analytics (formerly Thomson Reuters), which 

owns and publishes the Journal Citation Reports (formerly known as the ISI 

Web of Knowledge).3 The JIF was originally developed to help librarians 

identify the most important journals (see Archambault and Larivière, 2009) 

according to the numbers of citations of the articles published in those 

journals. 

The use of citation counts as a performance indicator has its own problems 

(e.g. Starbuck, 2005; Adler and Harzing, 2009; Macdonald and Kam, 2010). To 

take citations as a proxy for quality is questionable. At best it can inform us 

whether an article can be considered interesting and influential since citations 

acknowledge the impact an author has on the work of others (e.g. Antonakis et 

al., 2014; Alvesson and Sandberg, 2013; Hamermesh, 2018). Nevertheless, 

citations are widely accepted as a performance indicator for articles and 

journals (e.g. Goodall, 2009; Vogel et al., 2017), though most scholars agree 

they should not be used as the only determinant.4 However, those who use 

impact factors for an article or a journal – be it as a proxy for quality or for 

other reasons –must ex ante have accepted that citations matter, because 

impact factors are based on citations. 



It is questionable using the impact factor as a quality indicator for a whole 

journal, but it is a clear misuse employing the impact factor of a journal as a 

quality indicator for a single article in that journal. This is due to the highly 

skewed distribution of citations.5 Nevertheless, such misuse has not decreased 

(e.g. Heckman and Moktan, 2018), although an increasing number of studies 

argues that scholars should abolish it. 

An impressive example of the misuse of impact factors was published recently 

in Nature (Callaway, 2016). This article refers to a study considering the natural 

sciences (Larivière et al., 2016), which reveals that 74.8 percent of the articles 

published in Nature (2015) were cited below the 2-year impact factor of 38.1, 

which reflects the average number of citations for articles in that journal. The 

most cited paper was referenced 905 times. Three quarters of authors benefit 

from the minority of authors with many citations. The equally renowned 

journal Scienceshows almost the same result: 75.5% of the papers published in 

2015 garnered less than the impact factor of 34.7. The most successful paper 

was cited 694 times. 

A similar pattern was demonstrated earlier in the field of organization and 

management by Baum (2011). He examined five journals6 and collected the 

citations per year in 2008 of articles published from 1990 to 2007. He 

concludes that the impact factor has little credibility as a proxy for the quality 

of an article published in these journals. Using the JIF in such a way results in 

incorrect attribution of article quality more than half the time. Only a small 

correlation was found between the number of citations for an individual article 

and the impact factor of the publishing journal. Baum (2011) firmly 

recommends that we need to stop this misuse. 

Many other influential scholars7 and academic institutions have banned the 

use of JIFs as proxy for the quality of a single article, notably the International 



Mathematical Union (2008), the San Francisco Declaration on Research 

Assessment (DORA (San Francisco Declaration on Research Assessment) and 

DORA, 2012), the Leiden Manifesto (Hicks et al., 2015), and the Metric Tide 

report (Wilsdon et al., 2015). 

Yearly citation rates and short-term citation windows might be too narrow to 

evaluate the impact of articles measured by citations. Annual citation rates 

typically peak after three to five years (International Mathematical Union 

[IMU], 2008: 7; Mingers, 2008).8 Perhaps the accumulation of citations across 

several years shows a less skewed distribution; this might justify evaluating 

individual articles by the journal in which they were published. Therefore, we 

undertake a citation analysis of individual articles and use cumulative citations 

per article over a five-year period, starting in the second year after publication. 

In contrast to the five-year Journal Impact Factor, we do not consider citations 

in the year immediately after publishing, because there is typically a citation 

lag. Instead, we take all articles published in 2010 in nine management journals 

and add all citations gained per article during the five years from 2012 to 2016. 

By doing so, we avoid the weakness of short citation windows (Martin, 2016) 

that favor “shooting stars” over “sleeping beauties” (Mingers, 2008). However, 

the period is short enough to avoid significant general changes in citation 

behavior.9 We take into account three top-tier journals: The Academy of 

Management Review (AMR), The Journal of Management (JM), and The 

Academy of Management Journal (AMJ), which take the first three positions 

out of 121 ranked by impact factor in the Business category in 2017.10 As a 

comparison, we analyze three middle-ranked Journals (ranked 49 to 

51): Research-Technology Management (RTM), Small Business Economics 

(SBE) and Journal of Engineering and Technology Management (JET-M),11 and 

three low-tier journals (ranked 99 to 101): The Asia Pacific Business 



Review (APBR), The Journal of Business Economics and Management(JBEM), 

and Organization Dynamics (OD).12 We count the citations of all 348 articles 

published in these journals in 2010 from 2012 up to 2016. 

Fig. 1, Fig. 2 show the number of articles published in these journals in 2010, 

the number of citations over the five-year period 2012–2016, the citations per 

article, and the average number of citations per article. Table A1 in the 

appendix shows the statistics. 
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Fig. 1. Distribution of Citations in Middle Ranked Journals (red) and in 

High-Ranked Journals (yellow). 
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Fig. 2. Distribution of Citations in Low Ranked Journals (red) and in 

Middle-Ranked Journals (blue). 

In Fig. 1 the yellow line indicates the citation patterns of the high-ranked 

journals AMR, JM, and AMJ, comprising 149 articles and 10,294 citations. They 

reveal that there is still a strong skewness and a long tail of the distribution, 

even when we consider cumulative citations across five years starting with the 

second year after publication. The most cited article draws 314 citations, more 

than four times the average citation rate of 69. A large majority of 

contributions—no less than 64.4%—are cited below average. 

The red line indicates the citation pattern of the middle-ranked journals RTM, 

SBE, and JET-M. In total, in these journals 110 articles have been cited 1505 

times. This distribution is also skewed due to the fact that 12 articles have not 

been cited at all, but one single article has been cited 144 times. The average 

number of citations is 13.7; 67.3% of the articles are cited less than the 

average. 



In Fig. 2, the red line reproduces the citation patterns of the middle-ranked 

journals (as in Fig. 1). The blue line indicates the distribution of the 84 articles 

and 641 citations in the low-ranked journals APBR, JBEM, and OD. The citations 

are also strongly skewed and have a long tail. Of course, the number of 

citations is much lower than in the high- and middle- ranked journals; the 

average number of citations being 7.6. Five articles are cited more than 30 

times, the maximum is 61. In this group, 65.5% of the articles are cited less 

than the average. 

There is a considerable overlap in the citation distributions between the high-, 

middle- and low-ranked journals. The least cited article in AMR received 15 

citations, in AMJ 12 citations, and in JM 1 citation. To attribute an article that 

receives 143 citations in a middle-ranked journal (or 61 citations in a low-

ranked journal) to be less important than an article cited 1, 12 or 15 times in a 

high-ranked journal is questionable. One could even argue that being cited 

from a middle or low-ranked journal has to be valued more highly than being 

cited from a top journal, since it is harder to be noticed in a low-impact journal 

(Balaban, 2012).13 

To sum up, many articles whose frequency of citation is high were published in 

less well-ranked journals, and vice versa. As we have demonstrated, this is not 

only true for short-window citations, but also with cumulative citations across 

five years starting with the second year after publication. Therefore, it is highly 

problematic to equate publication in “good” academic journals with “good” 

research and to consider publication in low-ranked journals automatically as 

signifying less good research.14 

3. Why are journal rankings still so influential? 

Despite the strong criticism, many scholars believe in journal rankings and 

have even internalized them as part of their identity (Alvesson and Sandberg, 



2013). Publishing in a high-impact journal has become far more important than 

the content of research (e.g. Frey, 2009; Mingers and Willmott, 2013). This 

might be why the reward center in the brain of authors is activated when they 

expect a publication in a top journal (Paulus et al., 2015). 

Could it be the case that impact factors and journal lists are still so influential 

because they possess positive qualities that outweigh their disadvantages? 

Advocates of the “paper quality theory” (Mingers and Xu, 2010) argue in this 

vein that top journals have more qualified reviewers and have editors who are 

better able to select promising articles than those of less highly ranked 

journals. This is certainly correct for journals on average. It is exactly what the 

JIF establishes, provided citations are taken as a proxy for the scholarly 

influence of a paper. Moreover, high journal rankings of management journals 

not only display some discriminatory power in interdisciplinarity, theoretical 

diversity, and (recombinant) innovativeness (Vogel et al., 2017; but see Wang 

et al., 2018), but also indicate a minimum threshold of quality. High impact 

factors also correlate with high rejection rates and thus stronger competition 

(e.g. Haensly et al., 2008). Further, the strongest driver of citations in 

management journals is the ranking of the journal itself (Mingers and Xu, 

2010), which might be interpreted as a signal of the quality of high-ranked 

journals. 

However, there are two arguments against the “paper quality theory” which 

assumes that high-ranked journals publish only the best papers (Mingers and 

Xu, 2010). First, although top journals on average publish more highly cited 

articles, there is a great deal of randomness in their editorial selections 

(Rothwell and Martyn, 2000; Bedeian, 2003; Starbuck, 2005; Siler et al., 2015). 

As discussed, the great majority of articles published in top-tier journals are 

cited far below the impact factor of the publishing journals. Most articles are 



cited little. This suggests that even the best referees and editors are able to 

assess the future impact of an article to only a limited degree. Reviewers’ 

ratings of impact correlate only 0,14 with later citations for published articles 

(Gottfredson, 1978; Starbuck, 2015). The reason is not any lack of expertise or 

fairness, though biases may play a role (e.g. Bornmann, 2011). More 

importantly, it is a consequence of fundamental uncertainty in research (Bush, 

1945; Dasgupta and David, 1994; Nelson, 1959, 2004; Stephan, 1996); that is, 

possible innovations are unknown, outcomes and alternatives are 

ambiguous,15 serendipity is ubiquitous,16 and individual ambiguity-aversion 

differs much (Krahnen et al., 2014). Such uncertainty is demonstrated by 

inconclusive reviews (Nightingale and Scott, 2007), low prognostic quality of 

reviews and low interrater reliability between the judgments of peers (Peters 

and Ceci, 1982; Starbuck, 2005, 2015; Bornmann, 2011; Nicolai et al., 2015). It 

is also indicated by empirical findings on the “luck of the reviewer draw” (Cole 

et al., 1981; Bornmann and Daniel, 2009), which in many cases is decisive for 

the acceptance or rejection of a grant proposal or paper. This phenomenon is 

illustrated by rejections of articles by authors who later won the Nobel Prize 

(Gans and Shepherd, 1994; Campanario, 1996; The Guardian, 201317). This is 

not very often the case. However, Campanario (1995; 2009) discusses no less 

than nineteen Nobel class papers in the natural sciences that were rejected or 

had major difficulties during the review process. 

Second, the journal effect theory (Mingers and Xu, 2010) argues that journal 

rankings activate strong Matthew effects, by which “success breeds success” 

(Merton, 1968; Starbuck, 2005; Espeland and Sauder, 2007). The high rank of a 

journal attracts more readers and thus more citations, which leads to a circular 

causality. This means that, in contrast to what Garfield (1973) intended, the 

impact factor of a journal has a considerable impact on the average citation 



rate. This consequence was shown in a natural experiment by Larivière and 

Gingras (2010). Duplicate articles published in high-ranked journals produced 

twice as many citations on average as their identical counterparts in lower-

ranked journals. 

Summing up the arguments, many influential scholars and institutions are 

justified in their assertion that - as the International Mathematical Union 

stated - classifying articles according to the ranking of the journals in which 

they were published is an “insidious misuse” (IMU, 2008: 9). Nevertheless, the 

role that impact factors and journal quality lists play in the evaluation of single 

articles has not diminished (e.g. Heckman and Moktan, 2018; Vogel et al., 

2017). Baum (2011: 464) statement is still valid: “Typically, a measure found to 

be ill-conceived, unreliable, and invalid will fall into disrepute and disuse 

among the members of a scientific community. Remarkably, this has not been 

the case with the IF among organization theorists; indeed it is, if anything, 

gaining attention and being applied more frequently….” . Why is this the case? 

First, a majority of the authors whose papers are accepted for publication 

benefit from this measure. It is exactly the skewed distribution of citations that 

is beneficial for many authors. As argued, the quality of two thirds to three 

quarters of all articles is overestimated if they are evaluated according to the 

impact factor of the journal in which they were published. Thus, a majority of 

authors in a good journal can claim to have published well even if their work 

has been cited little. They are able to adorn themselves with borrowed plumes, 

while only a minority18 would benefit from being accepted in a higher-ranked 

journal. It is not surprising that the majority of winners are not inclined to 

abolish the present system. 

Second, performance indicators tend to establish a “performance paradox” 

(Gupta and Meyer, 1994; Frost and Brockmann, 2014).19 Indicators not only 



cause reactivity (Espeland and Sauder, 2007) but may also cause perverse 

learning or lock-in effects (Osterloh, 2010). This is the case when people focus 

on performance indicators but not on the performance they are supposed to 

indicate. They tend to improve indicators (“playing to the test”) without 

improving the performance characteristics the indicators are designed to 

measure. This practice may even worsen performance, for instance by goal 

displacement (Ordonez et al., 2009), gap-spotting research (Alvesson and 

Sandberg, 2013), and ranking games (Osterloh and Frey, 2014). Once a certain 

performance indicator has become established, people who have gained 

success with this indicator will make a strong effort to maintain its relevance, 

even if it has been proven to be misleading. 

Such lock-in effects are reinforced by ever-growing bureaucracies. In many 

universities, report and reward systems are established that are aligned to 

journal rankings and impact factors. Research administrators increasingly 

allocate budgets and funds according to these criteria (e.g. Laudel, 

2006; Bleiklie et al., 2015). Because funding inequality has increased strongly 

(Zhi and Meng, 2016; Katz and Matter, 2017), authors, deans, and research 

communities have “to play the game” (Macdonald and Kam, 2007; Frost and 

Brockmann, 2014). As a consequence, a ranking bureaucracy and even a 

ranking management industry have emerged (Mingers and Willmott, 2013). 

Lock-in effects are also reinforced by adaptive expectations. Organizations’ 

members are willing to adopt certain measurement criteria when they assume 

that others do so. If scholars expect influential scholars or committees to use 

impact factors as a proxy for quality, they adopt these criteria for their own 

work. They also direct their attention accordingly. A self-fulfilling prophecy 

may set in (Ferraro et al., 2005; Espeland and Sauder, 2007). 



Lock-in effects might also be strengthened by the fact that the information 

about the acceptance of a paper is available earlier than that about citation 

counts. In contrast, citation counts as a proxy for quality need several years to 

make any sense. The impact factor of a journal provides scholars seemingly 

with a speedy quality indicator, in particular because impact factors are freely 

available.20 

Lastly, it might be argued that no suitable alternatives exist to impact factors 

and journal lists, which are easy to handle.21 Because time and resources are 

limited for assessing the huge amount of research we face, heuristics to select 

what to read are desirable. However, heuristics may be misleading. As we have 

demonstrated, this is the case when using quality indicators of journals (such 

as JIF or quality lists) to evaluate particular articles. We therefore focus on 

institutional changes inducing the use of more helpful heuristics. 

4. Proposals for change 

Although the use of journal rankings has been widely criticized, few proposals 

exist for changing the current practice of performance management in 

academia. Most concern the individual level. In particular, it has been 

suggested that the papers should be read instead of relying on journal rankings 

(e.g. Moed, 2007; DORA (San Francisco Declaration on Research Assessment) 

and DORA, 2012; Wilsdon et al., 2015; Alberts, 2013; Berg, 2016; Heckman and 

Moktan, 2018). This is certainly good advice, but hard to put into practice. We 

first discuss three extant proposals to reform performance evaluation. We 

then introduce our own suggestion based on the insight that research is 

characterized by fundamental uncertainty. All four proposals refer to the 

institutional level. 

A first proposal intends to change the academic journal system as a whole. It 

suggests to evaluate scholarly work through “open post-publication peer 



review” (Kriegeskorte, 2012; Osterloh and Kieser, 2015). The internet allows 

manuscripts to be published as they are and to be evaluated ex post. This 

procedure starts with the publication of a paper in an online public repository. 

The author asks a senior scholar to try to find two to four reviewers willing to 

comment publicly on the paper. This creates transparency within the reviewing 

process and a plurality of perspectives. Some contributions will elicit inspiring 

debates; others will be ignored. The papers that have inspired the most 

interesting discussions might be presented to a broader audience as the state 

of art in special issues. However, unintended consequences may occur. First, 

the reputation of the senior scholar and of the reviewers will have a great 

impact on the attention that the paper receives. In contrast, today it is the 

reputation of a journal that has been acquired for a long time within a research 

community that counts for the attention for an article. Second, since 

comments and reviews are conducted publicly, junior scholars may be 

reluctant to critique the work of senior scholars. In addition, old boys´ 

networks might play an undesirable role, and cronyism could arise. Ultimately, 

the system of open post-publication peer review could lead to a ranking of 

publication outlets that produces similar problems as the evaluation of single 

articles according to the quality of a journal. 

In contrast to the first proposal the following three accept the crucial role of 

journals to focus on topical and relevant issues. The second proposal suggests 

that every journal publishing its JIF should also publish the distribution of 

citations (Larivière et al., 2016). In the meantime, this proposal has been taken 

on board by Clarivate Analytics.22 This proposal could apply to journal quality 

lists in general. For those who believe in citations as a signal of scholarly 

impact it can be used to reveal the extensive overlap between the citation 

distributions of different journals. It will broaden awareness of the spread of 



citations. It can also be used to measure how often an author’s publications 

are cited above (or below) the impact factors of the journals he or she has 

appeared in. An alternative would be to provide parameters of distribution 

such as median or inter-quartile ranges, but a visual representation is more 

powerful. This suggestion meets the demands that editors and reviewers 

usually make on authors to make their data traceable.23 

This suggestion has the advantage of being close to current practice and 

therefore of being accepted widely. It should, however, be taken into account 

that the time frame used by JIF is too narrow to evaluate a paper´s 

influence.24 Moreover, the distribution of citations still relies on the 

questionable assumption that citations are a good measure of scholarly impact 

and that the present reviewing and acceptance procedures accurately reveal 

the “collective wisdom” (Laband, 2013) of the scientific community. 

A third proposal is the publication of a manuscript on an “as is” basis (Tsang 

and Frey, 2007). A paper is reviewed double-blind as usual. The reviewers are 

given only two options when advising to the editor: to accept or reject the 

paper. The option to revise and resubmit is ruled out. The editor then decides 

whether the manuscript is published as it is or not. If the paper is accepted, 

then it is up to the authors to incorporate the comments of the reviewers into 

the paper. The editor also publishes a comment that addresses differences of 

view among reviewers and him- or herself. This suggestion would speed up the 

review process and the dissemination of new knowledge. It would unburden 

reviewers from evaluating revised and resubmitted papers. It also would avoid 

that authors feel as if they were coerced by the reviewers instead of being 

advised (Bedeian, 2003; Frey, 2003). Most importantly, this suggestion would 

make clear to both the authors and the readers that being accepted by a high-

impact journal is not a universal quality indicator. The editors would be 



burdened with a higher responsibility than today to achieve and to 

demonstrate the state of "organized skepticism" (Merton, 1942) and “creative 

disagreement” (Harnad, 1979) that is at the heart of scholarly work. But it 

might encourage editors to publish more imaginative studies. 

Our own – the fourth - proposal to overcome the performance paradox and 

the lock-in effect is based on the insight that uncertainty about future success 

is symptomatic of scholarly work (Bush, 1945; Nelson, 2004; Stephan, 1996). 

This insight can be liberating (Starbuck, 2015). Therefore, we translate it into 

the peer review system. Uncertainty can be used to the advantage of 

scholarship with the following procedure: 

When reviewers agree on the excellent quality of a paper, it should be 

accepted, preferably on an “as is” basis (Tsang and Frey, 2007). Papers 

perceived unanimously as valueless are rejected immediately. Papers that are 

evaluated differently by the referees are randomized. Empirical research has 

found reviewers´ evaluations to be more congruent with poor contributions 

(Cicchetti, 1991; Bornmann, 2011; Moed, 2007; Siler et al., 2015) and fairly 

effective in identifying extremely strong contributions (Li and Agha, 2015). 

However, reviewers’ ability to predict the future impact of contributions has 

been shown to be particularly limited in the middle range in which reviewers´ 

judgements conform to a low degree (Fang et al., 2016).25Such papers could 

undergo a random draw. 

Why should contributions to which the referees do not agree be randomized? 

This procedure reduces the “conservative bias”, that is the bias against 

unconventional ideas. Referees subjectively have more information on 

research projects that are close to existing knowledge. Moreover, information 

on those contributions is more consistent. With unorthodox contributions 

referees have less – and usually inconsistent - information. But such ideas yield 



may well high returns in the future. Under these circumstances a randomized 

choice among the unorthodox contributions is advantageous. Brezis 

(2007) shows in a numerical model that the optimal ranking mechanism is to 

accept contributions to which all referees have agreed and to reject those that 

all referees have put on the bottom and the variance is high. 26 It is the 

different level and different consistency of information between conventional 

and unorthodox contributions that is key to focal randomization among papers 

that referees disagree upon. Gilles (2008) and Engwall (2014) argue in a similar 

vein. They refer to the theory of statistical tests involving two types of error: 

type I errors (“reject errors”) implying that a correct hypothesis is rejected, and 

type 2 errors implying that a false hypothesis is accepted (“accept errors”). The 

former matters more than the latter. “Reject errors” stop promising new ideas, 

sometimes for a long time, while “accept errors” lead to a waste of money, but 

may be detected soon once published. This is the reason why it is more 

difficult to identify “reject errors” than “accept errors”.27 To avoid the negative 

consequences of “reject errors”, risks must be diversified. Fang and Casadevall 

(2016:158) support this argument by stating that “[j]ust as passively managed 

diversified stock portfolios that rely on random fluctuations of the stock 

market generally outperform active management based on expert predictions, 

a modified lottery-based funding strategy would maximize the return on 

society’s investment”. The suggestion of partly focal randomization of grants 

has already been put in practice by two big funding agencies.28 Other research 

councils share such considerations.29 

Our proposal applies these insights to the selection of journal articles. 

Disagreement among journal referee reports matters more than those among 

those on grant applications. In the latter case referees usually engage in 

extensive consultation and mutual adjustments before the final decision is 



made (Reinhart, 2010). Reducing the “conservative bias” by focal 

randomization of controversial papers not only diversifies risk of rejecting 

fruitful ideas, but in addition has an incentivizing effect. It encourages 

researchers to submit unorthodox ideas that otherwise have a hard time being 

published (e.g. Alvesson and Sandberg, 2013). 

Rational scholars might feel uneasy with randomization mechanisms. However, 

with focal randomization scholars remain in power. They decide which papers 

are published or rejected immediately and which enter the randomization 

process. The purposeful use of random mechanisms in academia is not new. It 

played a role in the 18th century at the University of Basel. Vacant professorial 

chairs were filled by lot from a list of three candidates (Burckhardt, 1916; Stolz, 

1986; Frey and Osterloh, 2015).30 At that time the main purpose was to 

weaken old boys´ networks. Today the main purpose is to ensure diversity that 

is crucial for the progress of scholarly work (Starbuck, 2015). It also serves to 

encourage the submission of unorthodox yet promising ideas. The “tyranny of 

the top five” and their role in tenure and promotion decisions is de-

emphasized, and the signaling function among a diversity of journals is 

redistributed. These goals are explicitly stated by Nobel Prize laureate 

Heckman (Heckman and Moktan, 2018: 54). Moreover, Matthew effects and 

lock-in effects are mitigated. 

Our proposal moreover unburdens editors considerably from the problem of 

dealing with low interrater reliability and contradictory reviews. In contrast to 

the unintended randomness attributed to the peer review process (e.g. Peters 

and Ceci, 1982; Starbuck, 2005; Bornmann and Daniel, 2009; Rothwell and 

Martyn, 2000; Graves et al., 2011; Smith, 2015; Nicolai et al., 2015), which is 

sometimes close to an unintended lottery (Rothwell and Martyn, 



2000; Bedeian, 2003; Siler et al., 2015), this suggestion applies randomness in a 

strictly controlled and rational way. 

Such a system would also possess some disadvantages. First, random 

procedures do not differentiate between good and bad quality. This is the 

reason why they are preceded by a pre-selection based on quality. It is 

important to note that the better the pre-selection works, the less the quality 

of the remaining papers can be distinguished. In this case, the variance in 

quality is reduced. It becomes much harder to decide which is “the best” or the 

“second best” paper (March and March, 1977; Denrell et al., 2014). Through 

focal randomization, the seeming disadvantage becomes an advantage, since 

otherwise personal preferences and unintended randomness might be decisive 

(Brezis, 2007). Second, random decisions are considered by many people to be 

“irrational”. However, seemingly rational decisions are often marred by many 

biases (Kahnemann, 2011). An example is awarding prizes in some 

competitions, which turns out to be unintentionally random (Ginsburgh and 

Weyers, 2014). In such cases, the rationality of decision processes is a façade; 

an intentionally random decision based on mathematical probabilities would 

be much more rational. Third, more articles of low quality could be submitted 

if scholars knew that random selection played a role. But it could equally be 

the case that more unorthodox high-quality articles would be submitted 

because authors would feel more encouraged than with the present system. 

5. Concluding remarks 

The present practice of performance management in academia based on 

journal quality lists and impact factors needs reform. Publication in a “good” 

journal does not indicate that the article is “good”. Empirical research shows 

that about two-thirds to three-quarters of all published articles are overvalued 

by these criteria. In contrast, frequently cited articles which have had the 



misfortune to be published in low-ranked journals are undervalued. We show 

that this is true for both short citation windows and five-year spans. 

We discuss why the present practice has gained so much influence. We suggest 

this is the case because a majority of authors benefits unduly from the present 

system. Moreover, performance paradox effects, lock-in effects, and ranking 

bureaucracies block reforms. Therefore, appealing to scholars individually is 

not sufficient to change the present practice of performance management. 

Instead, proposals are needed for changes at the institutional level that give 

incentives to mitigate the obsession of top journal publications. We discuss 

three suggestions made in the literature. The first is to inform scholars 

regularly about the skewed distribution of citations of articles and to show the 

overlap in the distributions for different-tier journals. The second, more far-

reaching, proposal is “open post-publication peer review”, which abolishes ex-

ante double-blind peer reviews. The third proposal is the publication of 

manuscripts on the basis of double-blind ex-ante reviews but “as-is”. 

Our own proposal is the most radical. It is based on the insight that 

fundamental uncertainty is symptomatic for scholarly work. This is indicated by 

the low prognostic quality of reviews and the low interrater reliability revealed 

by many empirical analyses. Our suggestion takes this evidence into account. It 

suggests the introduction of a partly random mechanism. Focal randomisation 

takes place after a thorough preselection of articles by peer reviews. Such a 

rationally founded and well-orchestrated procedure promises to downplay the 

importance (or even “tyranny”) of top journals and to encourage more 

unorthodox research than today. 

All four proposals could be initiated in an experimental way, preferably as field 

experiments. Their outcomes could be evaluated after some years. In any case, 



they serve to enrich the discussion about the inevitable uncertainty of quality 

indicators in science. 
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Appendix A 

Table A1. Statistics of Citations in Low-, Middle- and High –Ranked 

Journals over five years.2012–2016. 

Statistics 

Number of Citations 

low-ranked journals 

N 

Valid 83 

Missing 0 

Mean 7.5904 

Std. Error of Mean 1.17660 

Median 5.0000 

Std. Deviation 10.71930 

Variance 114.903 

Minimum .00 

Maximum 61.00 

Percentiles 25 2.0000 



Statistics 

50 5.0000 

75 8.0000 

middle-ranked journals 

N 

Valid 110 

Missing 0 

Mean 13.6818 

Std. Error of Mean 1.85594 

Median 9.0000 

Std. Deviation 19.46530 

Variance 378.898 

Minimum .00 

Maximum 143.00 

Percentiles 

25 1.0000 

50 9.0000 

75 19.2500 

high-ranked journals 

N 

Valid 154 

Missing 0 

Mean 71.5000 

Std. Error of Mean 4.53468 

Median 52.5000 

Std. Deviation 56.27387 



Statistics 

Variance 3166.748 

Minimum 1.00 

Maximum 205.00 

Percentiles 

25 27.7500 

50 52.5000 

75 87.7500 
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See also the Handelsblatt Ranking in 

Germany http://www.handelsblatt.com/politik/konjunktur/vwl-

ranking/. 

2 

https://www.leopoldina.org/de/publikationen/detailansicht/publication

/good-practice-in-the-evaluation-of-researchers-and-research-

programmes-2017/ 
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For a review of the literature on different citation impact indicators 

see Waltman (2016). 
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See e.g. the extensive model for evaluating research quality 

by Martenson et al. (2016). 

5 

In addition, many other criticisms have been leveled at the robustness of 

the journal impact factor, such as that JIFs are field specific, vary with 

the type of paper, include self-citations, can be manipulated, and are 

calculated from data that are neither transparent nor openly available to 

the public; see Martin (2015; 2016). 
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Academy of Management Journal, Administrative Science 

Quarterly, Organization Science, Journal of Management Studies, 

and Organization Studies. 

7 

See most prominently the panel discussion among five famous 

economists (Georges Akerlof, Angus Deaton, Drew Fudenberg, Lars 

Hansen, James Heckman), among them four Nobel Prize laureates, at 



the American Economic Association Annual Meeting January 7, 2017 in 

Chicago on “Publishing and Promotion in Economics: The Curse of the 

Top Five”, https://www.youtube.com/watch?v=PqdKMQNXM2A. 

8 

Conversely, it has been shown that articles that are not cited within five 

years are unlikely to be remembered later (Gittelman and Kogut, 2003). 

9 

Citation practices have evolved over time. Citations per article 

approximately doubled between 1980 and 2004 (see Wallace et al., 

2009). In management journals, impact factors have evolved 

accordingly, see e.g. Walsh (2011). This problem arises when considering 

Oswald’s (2007) study, which analyzed the cumulative citations of 

articles in six journals in economics across 25 years. He found that five 

articles in two top journals had not been cited once during that time, 

whereas some articles in lower-ranked journals were cited 43 to 199 

times. See also Antonakis et al. (2014). They found that 7 percent of all 

articles published in The Leadership Quarterly from 1990 to 2012 were 

never cited. 

10 

The two-year impact factors of these journals in 2017 are 9.4, 7.7, and 

7.4, respectively. 

11 

The two-year impact factors of these journals in 2017 are 1,796, 2.857 

and 2.686, respectively. 
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The two-year impact factors of these journals in 2017 are 1.0, 0.97, and 

0.93, respectively. 

13 

This does not mean that we agree with the assumption that high citation 

rates are a measure of scholarly quality. Instead, we intend to 

demonstrate that if one adheres to impact factors one has agreed ex 

ante on citation as a proxy of quality. 

14 

We concentrate on journal rankings according to the JIF. Other kinds of 

journal list such as the British ABS list and the h-index for journals might 

lead to different journal rankings. In particular the h-index for journals 

provides a more accurate measure of journal quality than JIF (Harzing 

and van der Wal, 2009; Martin, 2015). However, the problem remains 

that evaluating single articles based on the quality of the publishing 

journal leads in the majority of cases to incorrect assessments, due to 

the skewed distribution of citations (e.g. Hamermesh, 2018). 

15 

in the sense of Knightian uncertainty (Knight, 1921), see e.g. Dosi et al. 

(2006). 

16 

that is, search might lead to results far from the expected ones. 

17 

In this article, Daniel Shechtman, the Nobel prize winner for chemistry in 

2011, talks about the massive initial rejection of his research even by a 

former Nobel prize winner. 



18 

except the authors in the highest-ranked journal 

19 

The performance paradox literature argues similarly as the literature on 

organizational path dependencies, see e.g. Sydow et al. (2009). 

However, path dependencies usually start with a useful innovation. This 

is not the case with the JIF as a performance indicator for single articles. 

20 

Impact factors are readily available, but unfortunately, they are not easy 

to check. The data used by the providers of the JIF are not open to the 

public, see Martin (2016). 

21 

There are suggestions to use other indicators than impact factors, 

(e.g. Rost et al., 2017) or to apply a mix of different indicators (Aguinis et 

al., 2014). These suggestions are welcome; however, they are not easy 

to handle. 

22 

See https://clarivate.com/blog/science-research-connect/the-2018-jcr-

release-is-here/ 

23 

In earlier times the data that Thomson Reuter uses to produce the JIF 

were not openly available, and efforts to replicate individual impact 

values had failed (Rossner et al., 2007, 2008). 

24 

This is the reason why our own analysis presented above uses 

cumulative citations over a five year time span. 



25 

Li and Agha (2015) as well as Fang et al. (2016) refer to grant 

applications. 

26 

Brezis (2007) refers to R&D projects. 

27 

Engwall (2014) argues that „reject errors “will become larger the higher 

the percentage of desk rejections is. He presumes that due to „reject 

errors “the most innovative research will be found in low impact factors. 

See for empirical evidence Siler et al. (2016). 

28 

Volkswagen 

Foundation, https://www.volkswagenstiftung.de/en/funding/our-

funding-portfolio-at-a-glance/experiment Health Research Council of 

New Zealand Explorer Grants. http://www.hrc.govt.nz/funding-

opportunities/researcher-initiated-proposal/explorer-grants; 

29 

E.g. German Council of Science and 

Humanities https://www.wissenschaftsrat.de/index.php?id=1405&L=; 

30 

In political governance too, mixed procedures of random elements and 

voting were common, for instance in classical Athens and in medieval 

Venice and Florence (Manin, 1997; Buchstein, 2009; Van Reybrouck, 

2016). 
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